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Abstract-In this paper, the scalable architecture of the Embedded Although the word-level EBC architecture can achieve low internal
Block Coding (EBC) in JPEG 2000, the bit-plane parallel EBC, is memory and high throughput, the area efficiency is decreased in lossy
proposed. We provided the analysis and an unified design methodology for coding. As shown in Fig. 1, the average number of effective bit-planes
the bit-plane parallel EBC architecture. To design the bit-plane parallel ci ng
EBC, there exists three critical difficulties. To overcome the difficulties, is less than half of the bit-width of a DWT coefficient when bit
three algorithms are proposed. By use of the proposed algorithms, the rate is smaller than 2 (compression ratio>4). The effective bit-plane
external bandwidth of the EBC is reduced by 55% averagely, and the means the un-truncated bit-planes after rate control. The rate control
throughput of a 4 bit-planes parallel EBC is higher than a word-level in JPEG 2000 is a post-compression rate-distortion optimization
EBC with 10 bit-plans parallel by 1.5 times at the bitrate of 1 bits per algorithm. The computational power of the EBC is wasted since the
pixel. loth.Tecm tanapoeofteEC1watdscte

source image must be losslessly coded regardless of the target bit
I. INTRODUCTION rate. Therefore, the area efficiency of the word-level architecture is

decreased since more than half of bit-planes finally are truncated but
JPEG 2000 [1] is well-known for its excellent coding efficiency are encoded by more than half of processing elements. For example, if

and rich functionalities, such as scalability, region of interest, error a EBC architecture only capable of processing 4 bit planes at the same
resilience, and so on. JPEG 2000 adopts the Discrete Wavelet time is used, as shown in Fig. 1, the throughput of this architecture
Transform (DWT) as the transformation algorithm, and the Embedded is the same as that of the word-level architecture, while the area
Block Coding with Optimization Truncation (EBCOT) [2] as the efficiency of this architecture is higher than that of the word-level
entropy coding algorithm. By use of new coding tools, the quality architecture.
of JPEG 2000 outperforms JPEG by 2 dB in Peak Signal-to-Noise In this paper, an analysis of scalable architecture for EBC is
Ratio (PSNR) at the same bitrate. presented. We provide an unified design methodology of designing

The complexity of JPEG 2000 is much higher than that a bit-plane parallel EBC architecture. The bit-plane parallel EBC
of JPEG. In a JPEG 2000 coding system, the EBC occupies is the generalization of the EBC architectures from two bit-plane
53% of total computation[3]. Therefore, hardware implementation parallel to all bit-plane parallel in a word. The designers can choose
of the EBC is a must for real-time applications. Many EBC the best fit number of bit-planes to design a EBC architecture for
architectures[3][4][5][6][7] has been proposed. All of them are bit- different applications, i.e. for different range of target bit rate. For an
plane sequential architecture, which encode a code-block bit-plane operational range of target bit rate, a EBC capable of processing the
by bit-plane. Besides, all of them require an on-chip SRAM to effective number of bit-planes not only has higher area efficiency but
store state variables. To implement a JPEG 2000 coding system with also increases the processing throughput. The experimental results
these architectures, the on-chip code-block memory is required since shows that the throughput of a 4 bit-planes parallel EBC is higher
the DWT is a word-level processing algorithm while the EBC is than a word-level EBC with 10 bit-plans parallel by 1.5 times at 1
a bit-level one. The code-block memory is used to avoid loading bits per pixel (bpp).
coefficients multiple times from external tile memory. However, the The paper is organized as follows. An overview of EBC algorithm
code-block memory occupy large silicon area. To solve this problem, is reviewed in Sec. II. The difficulties to design a bit-plane parallel
a word-level EBC architecture[8] is proposed to encode one DWT architecture is discussed in Sec. III. The proposed algorithms, which
coefficient per cycle regardless of bit-width. Therefore, the code- can overcome these difficulties are shown in Sec. IV. The architecture
block memory is eliminated and the throughput of the EBC is of bit-plane parallel EBC is shown in Sec. V. The experimental results
dramatically increased. are shown in Sec. VI and the conclusion is given in Sec. VII.

II. EMBEDDED BLOCK CODING ALGORITHM
Avg. no. BPs Average Number of Effective Bit-planes EBCOT is a two-tiered algorithm, as shown in Fig. 2. The tier-

5 1 is the EBC, which is composed of the Context Formation (CF)
and the Arithmetic Encoding (AE). The bit stream formed by the
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Fig. 1. Average Number of Effective Bit-planes among All Code-blocks Fig. 2. Overview of EBCOT
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N =64 Code-block Boundary B. Redundant Memory Access
Signt eC: 1 0

A4 8 12 16 The dataflows of the DWT and the EBC are quit different; the DWT
/ ;D 1 a / / SftleO 2 mB-a 9 Strioe 2 dO v dl 31 Sample generates the coefficients in a subband-interleaving manner while the

Coefficient EBC encodes a code-block within one subband at a time. Therefore,
N =64

d364l '272.Stripe tile-level pipeline scheduling between the DWT and the EBC is used
Context Window Boundary in the previous works[9][10]. The tile memory, which enables tile-

t/t \tt(e15 *Current Coefficient level pipeline scheduling, is implemented with either on-chip SRAM
Code-block QNeih_ Coor off-chip SDRAM. The conventionally memory organization for

storing DWT coefficients is word by word since the DWT is a word-
Fig. 3. Context Formation in JPEG 2000 level algorithm. As the problem described in the previous subsection,

the redundant loading of the bit-planes that finally are truncated
by the Post-RDO introduces unnecessary power consumption. The

EBC is called the embedded bit stream and is passed to the tier-2 most redundant access is sign bit-plane access. The sign coding of
for rate control. Given a target bitrate, tier-2 truncates the embedded a coefficient only occurs at one of bit of this coefficient. In the
bit streams to minimize the overall distortion. The EBC algorithm is conventional memory organization, the access numbers of the sign-
elaborated as follows, bit of a coefficient equal to the bit width of this coefficient. However,

The basic coding unit of the EBC is a code-block with typical size only one access is for sign coding.
of 64 x 64 or 32 x 32. An N x N code-block is further divided into C. Partial Coefficients Coding
stripes, with size of 4 x N. The scan order is first column by column

FB

within a stripe and then stripe by stripe, as shown in Fig. 3. The eFor the word-level EBC the architecture encodes one coefficient
order of bit-plane coding is from the Most Significant Bit (MSB) Bper cycle and generates state variables on-the-fy. Therefore, the 4
bit-plane of the code-block to the Least Significant Bit (LSB) bit- KB state memory for storing state variables as well as the code-

plane. Each bit-plane requires three coding passes, the significant block memory for storing coefficients are eliminated. However, for
propagation pass (Pass 1), the magnitude refinement pass (Pass 2), the bit-plane parallel EBC only a portion of bit-planes of a code-
and the cleanup pass (Pass 3). The MSB bit-plane is an exception, lare encoe,ithe num er ofbit-ples thi code-block is
which requires oly the Pass 3. context window as shown in Fi. 'largyer than that the EBC can handle. For example, the code-block haswhich requires only the Pass3. A context window,asshowninFig.5 effective bit-plane while the EBC only can process 4 bit-planes.3, is involved while modeling the context of a sample coefficient. The tive bit-plan

sample coefficient to be coded lies in the center of the context window t herefore, either on-chipSRAMo
and is denoted as C. The eight-connected neighbors of C are further storemthearemainedse othe coefciet The on-chip SRAM
divided into horizontal (H), vertical (V), and diagonal (D) groups. implementation increases the silicon cost while off-chip SDRAM
For the CF, a binary state variable called significant state is defined impemetation inralse rexter m and wth .Bestids hea4 Bstate memoryisasreurdadteslcnctisnrae.for a coefficient to indicate whether or not a non-zero magnitude bit
has been coded in previous bit-planes or passes. Then, the coding IV. PROPOSED ALGORITHMS
pass of C is determined by the significant states of C itself and its in this section, we proposed three algorithms to overcome the
neighbors. If C has been significant, it belongs to the Pass 2. If C above difficulties. The pre-compression rate-distortion optimization
has not been significant but at least one of its neighbors has been

algorithm decides the truncation points for each code-block beforesignificant, it belongs to the Pass 1; otherwise, it belongs to the Pass
coding, and therefore the truncated bit-planes can be skipped by3.
the EBC. The bit-plane grouping algorithm and the sign scatting

Each sample coefficient is encoded by the AE. Nineteen contexts algorithm reduce the exteral memory bandwidth. The bit-plane
are used to adapt the probability models of the AE. The contexts are. ar

mapped by the significant states of the neighbors. Note that the newest a s the on-chip coebokmmroswlas the 8 Kb on-chip state memory.
values of the state variables must be used and the causality must be
satisfied in the scan order described above. Detailed information on A. Pre-Compression Rate-Distortion Optimization
the context mapping can be found in [2]. To solve the problem of unknown effective bit-planes, we

have developed a Pre-compression Rate-Distortion Optimization
III. DESIGN DIFFICULTIES algorithm[II]. This algorithm can accurately predict the rate and

distortion of coding passes. The truncation points are chosen before
There are three critical difficulties to design the bit-plane parallel actual coding by the EBC. Therefore, the computation power of

EBC, which are discussed in the subsequent subsections. the EBC is greatly reduced since most of the computations are
skipped. Experimental results show that the developed algorithm

A. Unknown Effective Bit-planes before EBC reduces computational power by 80% in average at 0.8 bpp. The
average PSNR only degrades about 0.1 dB in average. By use of this

The rate control in JPEG 2000 is a Post-compression Rate- algorithm, the throughput of the bit-plane parallel EBC is increased
Distortion Optimization (Post-RDO) algorithm. All of the coding since the effective bit-planes are known before coding.
passes in a code-block must be losslessly encoded regardless of
target bit rate. A truncation point, which truncates a code-block at B. Bit-plane Grouping Algorithm and Sign Scattering Algorithm
a certain pass of a bit-plane, can not be obtained before coding. To solve the problem of redundant memory access, the Bit-Plane
Therefore, those bit-planes, which are truncated by the Post-RDO Grouping (BPG) algorithm and Sign Scatting algorithm (SS) are
finally, are still be processed by the EBC. The wasted computation proposed. The BPG algorithm eliminates the access of truncated bit-
power dramatically decrease the throughput the EBC. planes by the Pre-RDO and the SS algorithm reduces the number of
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(3)
External Memory Arrangement

According to the scan order defined in the standard, hO, vO, dO
Fig. 4. Bit-plane Grouping Memory Organization and Sign Scattering and d2 are always scanned before C, while hl, vl and d3 are always
Algorithm scanned after C. For dl, the relative scan order depends on the

position of C. When C is the first coefficient in a column of the
stripe, di is scanned before C because di is scanned in previous

sign-bit access to one time for each coefficient. These two algorithm stripe, dl is cases, dl is scanned in

C.
is illustrated with Fig. 4. After the DWT transform, the sign bit stripe. In other cases, di is scanned after C.

of each coefficient is scattered to back of each coefficient's first
significant bit. Then the bits within a bit-plane are grouped into words k 2, N-1 =

and the bit width of each word is equal to that of the tile memory. Pc=C 3, pk+1 O&(Z s 0=) (4)
The order of grouping these bits is the same as the scan order of I 1, otherwise
the EBC defined in JPEG 2000 standard. The words for each bit- where the result of Z 0 has a range of 0 to 8.
plane are stored in an interleaving manner, i.e. the first word of the For the proposed algorithm, the 1KB state memory is required to
Most Significant Bit (MSB) bit-plane is followed by the first word store the indicators of significant state and the indicators of refinement
for the MSB-1 bit-plane. This addressing method is to read and store state. The memory is half of that in bit-plane sequential design.
memory as continuous as possible. Except the codng pass of C is obtained by using above equations,

The decoding algorithm for the EBC is simple. If a bit 1 is the context of C is also can be generated by the contributions frOm
encountered when decoding a certain bit-plane, the next bit is sign bit the neighbors according to the context table defined iin JPEG 2000
if there is no significant bit in the upper bit-plans, otherwise, the next standard[l]
bit is the magnitude bit of the next coefficient. With these grouping
methods, the EBC can skip the words that storing truncated bit-planes V. ARCHITECTURE
by the Pre-RDO. Therefore, no redundant access is required and the In this section, the architecture of the bit-plane parallel EBC is
access power is reduced. proposed, which is shown in Fig. 5. In this figure, the SS, means

C. Bit-plane Parallel Context Formation Algorithm the decoding circuit for the SS, the DP means the dispatcher, the AE
means the one-symbol arithmetic encoder, the TSAE means the two-

In this section, we propose a bit-plane parallel context formation '
algorithm based on the parallel mode defined in the standard. In symbol arithmetic encoder, and the BPC means the bit-plane coder.
parallel mode, the arithmetic encoder is always terminated at end of The dataflow of the architecture is shown as follows. On the DWT

e
side, the BPG & SS scatters sign bits into bit-planes, and groups bitseachcodingpass andth sme that comefomtext stipe of the same bit-plane into memory words. The pre-RDO decides the

truncation points before the EBC coding, and passes the truncationalgorithm is elaborated in subsequent paragraphs. points to the EBC. By the information provided by the pre-RDO, the
The essential informations needed for context formation are the po ntskto

significant contributions from the eight neighbors of the central dEBC can skp the truncated bit-planes, and the computation power
and access power of the truncated bit-planes can be saved. The EBC

coefficient (C), s = {hO, h, v0, v, dO, di, d2, d3}, as shown in
Fig. 3. Both the coding pass and the context of C depends on the
contributions of s. Let us define some terms firstly. The value of C Bit-plane Parallel EBC
and s are denoted as rnc and put, respectively. The bit value of puc and State Memory Base
p, in the bit-plane k is denoted as j4h and y8k. The total numbers of PRDO S C BPC
bit-planes in a code-block is N. Let k8 and ke are the start bit-plane 11 1 i BPC
and the end bit-plane that the EBC processes in parallel. If ks is aDWT BuSS- CF DP AE Buf BPC
less than N-1, this means that this code-block is processed by two G SS C AE BPC
or more times. The contribution of s to the k-th bit-plane of C is & ss AG
represented by S For s whose scan order is after C, its contribution
can be determined by Pixel Coefficients System Bus Bitstreams

0, -k= -)&(pZc7+J 0) SDRAM
>1s= 07 (ks < N-i)(k-1I/1=° 1

t1, ~~otherwise Fig. 5. Architecture of the Bit-plane Parallel EBC
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Reduction Bandwidth Reduction
90% show that the bit-plane parallel EBC has a good performance in lossy

-O- baboon512 -E- lena512 coding, since at the same performance it needs less number of bit-
70% -

plane coders than the word-level EBC. In lossy coding, because the
bit-plane parallel EBC allows multiple code-blocks to be encoded by
the EBC concurrently, the gain can be larger than 1 in lossy coding.

50% -

VII. CONCLUSION

30% In the paper, an analysis of scalable architecture for EBC is
0.5 1 1.5 2 2.5 3 3.5 4 4.5 presented. Moreover, an unified design methodology of designing

Bitrate (bpp) a bit-plane parallel EBC architecture is proposed. There are three

Fig. 6. Bandwidth Reduction critical difficulties to design the bit-plane parallel EBC. To solve
these problems, we proposed the pre-RDO algorithm, the BPG, the

Gain Performance Gain (Baboon512) SS, and the bit-plane parallel EBC context formation. By use of the
algorithms, the experiments show that the bit-plane parallel EBC

3 >2\ has a high reduction ratio of the bandwidth and a good coding
-0- 2 BPC -E- 3 BPC -A- 4 BPC performance compared the word-level EBC.

+\9 )<~~~-X 5 BPC -X 6 BPC Oe 7 BPC
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the bit-plane parallel and the word-level EBC are presented.
Firstly, the total bandwidth reduction of the input of the bit-plane

parallel compared to the input of the word-level EBC is shown in
Fig. 6. As shown in this figure, by use of BPG and SS, the external
bandwidth is reduced by 55%o averagely.

Secondly, the performance gain is shown in Fig. 7. The perfor-
mance is defined as the number of DWT coefficients encoded in
a cycle averagely by the EBC. Therefore, the performance gain is
defined as the performance gain of the bit-plane parallel EBC divided
by the performance gain of the word-level EBC. The experiments
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